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DISCLAIMER  

The contents of this document are intended for practice and learning purposes at the undergraduate 

level. The materials are from different sources including the internet and the contributors do not in 

any way claim authorship or ownership of them. The materials are also not to be used for any 

commercial purpose. 
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COVENANT UNIVERSITY 

   CANAANLAND, KM 10, IDIROKO ROAD  

P.M.B 1023, OTA, OGUN STATE, NIGERIA. 

BSc EXAMINATION  

COLLEGE:  Science & Technology      

DEPARTMENT:  Computer & Information Sciences 

SESSION:  2015/2016                                                        SEMESTER: Omega 

COURSE CODE:  CIS 421                            CREDIT UNIT:  2   

COURSE TITLE:  Computer Security           TIME : 2 HOURS 

INSTRUCTION: ATTEMPT QUESTION  ONE & ANY OTHER TWO QUESTIONS   

 

MARKING SCHEME 

 

QUESTION 1: COMPULSORY ð ALL STUDENTS (30 Marks) 

(a).  MERCI described aassurance as a measure of how well the system meets its requirements. She 

emphatically stated this to be informally known to others and therefore she later formally discussed on 

how much one can trust the system to do what it is supposed to do. However, DR JACK OF 

NEWTON presented ASSURANCE as a system that does not say what the system is required to do; 

but rather, necessary only to cover on how well the system does it. In the classroom we discussed three 

measures of Assurance. (i). List three ways of how assurance is measured in a system environment. (3 

Marks) 

Solution: 

· Specification 

Ɓ Requirements analysis 

Ɓ Statement of desired functionality 

· Design 

Ɓ How system will meet specification 

· Implementation 

Ɓ Programs/systems that carry out design 

 

(ii). Security does not end when the system is completed. Its operation affects security but on how this 

is applied to business (3 Marks) 

Solution:  

· Cost-Benefit Analysis 

Ɓ Is it cheaper to prevent or recover? 

· Risk Analysis 

Ɓ Should we protect something? 

Ɓ How much should we protect this thing? 

· Laws and Customs 

Ɓ Are desired security measures illegal? 

Ɓ Will people do them? 
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(b). AJOSE NIGERIA LIMITED, presented on weekly security Edition of how system 

developers and designers can be engaged in system development of securing system together. 

Ideally, a computer security expert have discussed human factor as a major issues alongside 

the organisational and people problems. 

(i). Differentiate between the two factors (Organisational and People), the two key elements of each (2 

Marks) 

Solution 
1. Organizational Problems 

¶ Power and responsibility 

¶ Financial benefits 

2. People problems 

¶ Outsiders and insiders 

¶ Social engineering 

 

(ii). As discussed and presented in the classroom and in a typical diagram, illustrate how system can be 

secured together. (3 Marks) 

Solution 

 

 

(iii). Differentiate between Vulnerabilities, Threats, and Controls (3 Marks) 

Solution: 

¶ Vulnerability = a weakness in a security system 

¶ Threat = circumstances that have a potential to cause harm 

¶ Controls = means and ways to block a threat, which tries to exploit one or more vulnerabilities 

 

(iv). HANNAH, a computer security research student discussed different kinds of threats and 

presented levels of vulnerabilities and threats in a secured system environment. In a reversed order 

and as presented in the classroom, list four levels of vulnerable threats that can be applied to computer 

system. (4 Marks) 

Solution 

Levels of Vulnerabilities / Threats (reversed order to illustrate interdependencies) 

(D) for other assets (resources) 

including. people using data, s/w, h/w 

(C) for data 
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on topó of s/w, since used by s/w 

(B) for software 

on topó of h/w, since run on h/w 

(A) for hardware 

 

 

(c) As presented in the classroom, explain the following terminologies of malicious codes. 

¶ Bacterium 

¶ Logic bomb 

¶ Trapdoor 

¶ Trojan horse - 

¶ Virus 

¶ Worm 

(3 Marks) 

Solution: 

¶ Bacterium - A specialized form of virus which does not attach to a specific file. Usage obscure.  

¶ Logic bomb - Malicious [program] logic that activates when specified conditions are met. Usually 

intended to cause denial of service or otherwise damage system resources. 

¶ Trapdoor - A hidden computer flaw known to an intruder, or a hidden computer mechanism (usually 

software) installed by an intruder, who can activate the trap door to gain access to the computer 

without being blocked by security services or mechanisms. 

¶ Trojan horse - A computer program that appears to have a useful function, but also has a hidden and 

potentially malicious function that evades security mechanisms, sometimes by exploiting legitimate 

authorizations of a system entity that invokes the program.  

¶ Virus - A hidden, self-replicating section of computer software, usually malicious logic, that propagates 

by infecting (i.e., inserting a copy of itself into and becoming part of) another program.  NB:A virus 

cannot run by itself; it requires that its host program be run to make the virus active. 

¶ Worm - A computer program that can run independently, can propagate a complete working version 
of itself onto other hosts on a network, and may consume computer resources destructively. 

 

(d). Many cryptographic algorithms exist for a secured information and can mainly be categorized as 

block ciphers or stream ciphers. It can stated that the higher the key length the better the security. (i). 

Write out three (3) examples for each of the followings 
1. Symmetric Cryptography  

2. Asymmetric Cryptography 

3. Hash algorithms 

(3 Marks) 

Solution 

(i) Symmetric Cryptography is called the private key encryption. It uses a single key that is applicable to both 

sender and receiver. Its key manipulations need high memory, but recently memory is not a concern. Examples 

are Data Encryption Standard (DES), and the Advanced Encryption Standard (AES). 

 

(ii) Asymmetric Cryptography is referred to as public key cryptography. A public key and a private key are 

involved. The sender encrypts with the private key, and send the public key to the receiver. The private key is 

a derivative of the public key based on mathematical interrelationships. For example the RSA uses modulus, 

integers and prime numbers interrelationships to arrive at private keys. The Elliptic Curve Cryptography 

(ECC) is another good example. 
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(iii) Hash Algorithms are used to confirm the integrity of documents. These are mathematically 

cryptographic calculations attached to documents before sending. The hash values are known and if 

altered, the receiver is certain a tampering process took place before delivery. Secure Hash Algorithm 

(SHA), and MD-5 are some of the common hash algorithms in use. MD-5 is based on MD-4 and 

was created to address vulnerabilities found in MD-4.  MD5 generates 128-bit hash values over 512-

bit blocks in 4 rounds of 16 steps each. SHA-1 also operates on 512-bit blocks, but produces a 160-

bit hash value in 4 rounds of 20 steps each.   

(ii). As presented for a secured system environment, draw the AES operational structure as exploring 

the encryption and decryption processes. (3 Marks) 

Solution 

 
 

 

 

(iv). Explain three specific transformational concepts of the Advanced Encryption Standard 

 (3 Marks) 

Solution: 

 



8 
 

(a). SubByte: The Substitute bytes stage uses an S-box to perform a byte-by-byte substitution of the 

block. There is a single 8-bit wide S-box used on every byte. This S-box is a permutation of all 256 8-

bit values, constructed using a transformation which treats the values as polynomials in GF(2
8

), however 

it is fixed, so really only need to know the table when implementing. Decryption requires the inverse 

of the table. The table was designed to be resistant to known cryptanalytic attacks. Specifically, the 

Rijndael developers sought a design that has a low correlation between input bits and output bits, with 

the property that the output cannot be described as a simple mathematical function of the input, with 

no fixed points and no òopposite fixed pointsó.  

 

(b). ShiftRows: The ShiftRows stage provides a simple òpermutationó of the data, whereas the other 

steps involve substitutions. Further, since the state is treated as a block of columns, it is this step 

which provides for diffusion of values between columns. It performs a circular rotate on each row of 

0, 1, 2 & 3 places for respective rows. When decrypting it performs the circular shifts in the opposite 

direction for each row. This row shift moves an individual byte from one column to another, which is 

a linear distance of a multiple of 4 bytes, and ensures that the 4 bytes of one column are spread out to 

four different columns. 

(c). MixColumns: The forward mix column transformation, called MixColumns, operates on each 

column individually. Each byte of a column is mapped into a new value that is a function of all four 

bytes in that column. It is a substitution that makes use of arithmetic over GF(2^8). Each byte of a 

column is mapped into a new value that is a function of all four bytes in that column. It is designed as 

a matrix multiplication where each byte is treated as a polynomial in GF(2
8

). The inverse used for 

decryption involves a different set of constants. 

¶ The constants used are based on a linear code with maximal distance between code words ð this gives 

good mixing of the bytes within each column. Combined with the òshift rowsó step provides good 

avalanche, so that within a few rounds, all output bits depend on all input bits. 

¶ In practise, you implement Mix Columns by expressing the transformation on each column as 4 

equations to compute the new bytes for that column. This computation only involves shifts, XORs & 

conditional XORs (for the modulo reduction). The decryption computation requires the use of the 

inverse of the matrix, which has larger coefficients, and is thus potentially a little harder & slower to 

implement. 

¶ The designers & the AES standard provide an alternate characterisation of Mix Columns, which treats 

each column of State to be a four-term polynomial with coefficients in GF(2
8

). Each column is 

multiplied by a fixed polynomial a(x) given in Stallings eqn 5.7. Whilst this is useful for analysis of the 

stage, the matrix description is all thatõs required for implementation. 

¶ The coefficients of the matrix are based on a linear code with maximal distance between code words, 

which ensures a good mixing among the bytes of each column. The mix column transformation 

combined with the shift row transformation ensures that after a few rounds, all output bits depend on 

all input bits. In addition, the choice of coefficients in MixColumns, which are all {01}, {02}, or {03}, 

was influenced by implementation considerations.  

 

(d). AddRoundKey: Lastly is the Add Round Key stage which is a simple bitwise XOR of the current 

block with a portion of the expanded key. Note this is the only step which makes use of the key and 

obscures the result, hence MUST be used at start and end of each round, since otherwise could undo 

effect of other steps. But the other steps provide onfusion/diffusion/non-linearity. That us you can 

look at the cipher as a series of XOR with key then cramble/permute block repeated. This is efficient 

and highly secure it is believed. 
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QUESTION 2 (20 Marks) 
 

(i). A specialist trained to break security codes is called a éééééé..? (2 Mark) 

Solution 

Cryptologist 

 

(ii). Write a short note on the term òCryptographyó        (2 Marks) 

Solution 

Cryptography is a field of study that deals with the encryption and decryption of data for the purpose 

of information security and resources management. Many cryptographic algorithms exist, mainly 

categorized as block ciphers or stream ciphers. The higher the key length the better the security  

 

(b). Why is the AES highly embraced in information communication? (3 marks) 

Solution 

It has been approved by NIST in 2001 as a very secure algorithm having key sizes of 128, 192, and 

256. It is fast in its implementations and has proved to be unbroken by many security attacks. It is a 

block cipher whose strength of the 128bits key size is stronger than the RSA and its predecessor called 

DES and triple-DES.  

          

(c). Executive actions on security concept and relationship are more on economy factors whereas, 

processes and procedures should be much focused on for protection of data and to minimised risks 

for check, balances and control purposes. With the aid of diagram explain how the Security concepts 

and relationshipsõ elements can be used as a requirement to support, identify risks (7 Marks) 

Solution 

ôSecurity concepts and relationshipsõ elements.     3 Marks 

Å The assets belong to owners (e.g., consumers of a product), who value them. 

Å These assets are subject to threats. 

Å Threats can be attacks or disasters or any undesired event that threaten these properties 

(confidentiality, availability, integrity) of the assets.  

Å They are raised by threat agents, who can range from abstract entities such as òforces of natureó 
to real attackers.  

Å They may raise threats maliciously, consciously, or just probabilistically. 

Å Owners would like to minimize the risk of these threats by successfully exploiting vulnerabilities 

in the protection of assets, so they impose countermeasures to reduce the vulnerabilities. 
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4 

Marks 

(d). Discuss the following terms (i) Packet Sniffing (ii). Denial of Service (DoS), (iii). A Brute-force 

attack (6 Marks) 

Solution: 

(i. Packet sniffing is reviewing the contents of network traffic using analyzing software. By capturing live 

network traffic, it may be possible to decode packet information for illegitimate purposes (2 Marks) 

(ii. Denial of service (DoS) is a type of attack on a network system that causes service disruptions. DoS can 

be initiated by a single entity or by multiple entities (distributed DoS) working to disable the victimõs 

network system by overloading available resources. (2 Marks) 

(iii. A brute-force attack is a password-reviewing technique that makes sequential attempts of various 

possibilities until a password is revealed.  (2 Marks) 

 

QUESTION 3 (20 Marks) 

In collaboration with the Ogun State Community Health Association, GOLDSMITH HEALTH 

CENTER recently launched an online virtual environment and tele-medicine system platform to their 

customers. This project is beneficial for an instant medical solution but it will usually involve user 

authentication of their personal profiles over a virtual system environment.  There are some expected 

visible threats and consequences that may be caused by cyberattacks over a secured system. 
(i) Based on the research innovation of GOLDSMITH HEALTH CENTER, discuss five (5) expected 

threats and consequences that might possibly affect a conceived Virtual Medical Community in 

Ogun State of Nigeria?  (5 Marks) 

Solution: 

Threats for the Virtual Medical Community - Threats that might damage the virtual community and cause the 

circulation in public of important medical data are among others: 

1. Unauthorized access: A malicious user manages to infiltrate the community site and gains access 
to all these data that the community needs to protect. 

2. DOS (denial of service) attacks: Malicious users use a number of computers to flood the 
community site with messages and take down the site and impair service availability. 

3. Identity theft: Someone manages to enter the community with a stolen identity. In such case, the 
malicious user might pose as a doctor and provide a patient with erroneous advices. 
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4. Unauthorized copying of medical data: A user manages to copy the medical data of a patient and 
sell it along with a patientõs identity to an interested third party. 

5. Eavesdropping: A malicious user is spying information exchanged between community members 
and collects useful information. 

 

(ii). GOLDSMITH HEALTH MEDICAL consultant explained threats that could come from internal 

users such as (patients, the doctors and the moderators) as well as from external ones. List three other 

external ways but specific means of how threats can be transferred into a secure system environment. 

(3 Marks) 

Solution    

¶ Hackers: Skilled programmers, who attack information systems, aiming to achieve absolute knowledge 

of information technology 

¶ Crackers: Skilled programmers, who attack information systems, aiming at personal gain either in 

financial or information level (information is power for the one who holds it 

¶ Script-kiddies: Good programmers, who employ hack tools in order to find exploits in the community 

platform and bring it down. 

 

(iii). Discuss and list out the four general techniques adopted for use in securing data and information 

in business organisations? (5 Marks) 

Solution: 

The four general techniques: 

1. Service control 

Ɓ Determines the types of Internet services that can be accessed, inbound or outbound 

2. Direction control 

Ɓ Determines the direction in which particular service requests are allowed to flow 

      3. User control 

Ɓ Controls access to a service according to which user is attempting to access it 

      4. Behavior control 

Ɓ Controls how particular services are used (e.g. filter e-mail) 

 

(b). There are so many indecent practices on the Internet and many users have become a victim of 

attack on their personal profile and computer system. Explain seven commonly indecent practices on 

the Internet against the International Law. Illustrate your answer with case scenarios. (7 Marks) 

Solution: 

Specific Internet Indecency and the International Law  

¶ The specific qualities of the Internet may induce a perpetrator to use it instead of traditional means; it 

offers excellent communication facilities and the possibility of hiding oneõs identity, and the risk of being 

subjected to criminal investigation, in any of the jurisdictions involved, is relatively low. 

¶ The Internet has created what so far appears to be the perfect cybercrime borderless fraud.  

¶ So many different types of fraud are committed over computer networks that they have become almost 

impossible to police effectively.  

¶ In computer chat-rooms, message boards, unsolicited email, and on web sites themselves, fraudsters 

lose no opportunity to trick and deceive others for the purpose of financial gain.  

¶ Those who engage in fraud operate globally on `Internet time,õ 24 hours a day, 7 days a week. . . 

¶ Although many of the schemes perpetrated online today are nothing more than repackaged versions of 

their `real worldõ counterparts, the efficiency and speed of the network create new opportunities for 

criminals while simultaneously positing serious criminal threats to ecommerce.  
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¶ Many types of pedophilic activity - viewing images, discussing activities, arranging tourism, enticing a 

child to a meeting - are carried out over the Internet. 
 

¶ The Internet gives the pedophile the advantages of a wider scope of communications and the likelihood 

of eluding the law, given the jurisdictional problems which arise in prosecuting cases that transcend 

borders, as is the nature of the Internet. There is a necessity to suppress pornography
 

on the Internet, 

including both child and adult pornography.
  

¶ The main question is whether the states should co-operate in
 

enforcing their moral standards, taking 

into account also the
 

fact that their standards of indecency do differ.  

¶ The lack of the international cooperation can
 

mean for the states a diminishing of their sovereignty to 

determine
 

their public policy.  

¶ Pornography also threatens traditional
 

cultures and their concept of decency.  

¶ Since there is an international
 

obligation to protect world cultures and cultural diversity,
 

the reason to 

suppress pornography, particularly adult pornography,
 

on the Internet is not bound to proving any 

individual harm
 

which adult pornography may cause.  

¶ The reasons to ban pornography
 

are weighed against the reasons not to ban.  

 

QUESTION 4 (20 Marks) 

(a) Explain 8 specific ways of how you can maintain a secure wireless network and associated devices

  (4 Marks) 

Solution 

1. Maintaining a full understanding of the topology of the wireless network. 

2. Labeling and keeping inventories of the fielded wireless and handheld devices. 

3. Creating backups of data frequently. 

4. Performing periodic security testing and assessment of the wireless network. 

5. Performing ongoing, randomly timed security audits to monitor and track wireless and handheld 

devices. 

6. Applying patches and security enhancements. 

7. Monitoring the wireless industry for changes to standards that enhance security features and for the 

release of new products. 

8. Vigilantly monitoring wireless technology for new threats and vulnerabilities. 

 

(b). Discuss the role of requirement for security solution in business organisation. (2 Marks) 

Solution 

· Requirements are statements of goals that must be met 

· Vary from high-level, generic issues to low-level, concrete issues 

· Security objectives are high-level security issues 

· Security requirements are specific, concrete issues 

 

(c) ABC COLLEGE focus teaching and learning on development of Web Application for e-

Commerce business solution. With the aid of diagram, what are some of the ôPoints of vulnerability 

for a Web applicationõ?  How could these vulnerabilities be addressed?  (5 Marks) 

Please note the following: 

¶ Diagram must illustrate various possible attacks on a Web site.  

¶ This diagram must demonstrate where they happen.  

¶ Illustrate how some of them will be defended using perimeter security.  
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¶ Students should remember that many of these vulnerabilities are due to bad design and bad programming 
that boils down to bad architecture.  

 

Solution 

SAMPLE DIAGRAM - Points of vulnerability for a Web application (5 Marks) 

 

 

(d) . JOBULIKE SHOPPING MALL has recently launched online e-business solution for their 

customers. The online e-transaction allows customers to easily order goods and services and with the 

need for tracking. (i) What are the differences between Trustworthy, Trust and Assurance? (3 Marks) 

Answer: 

· Trustworthy entity has sufficient credible evidence leading one to believe that the system will 

meet a set of requirements 

· Trust is a measure of trustworthiness relying on the evidence 

· Assurance is confidence that an entity meets its security requirements based on evidence 

provided by applying assurance techniques 

 

(e) List and discuss three types of Assurance that you know? (6 Marks) 

Solution: 

· Policy assurance is evidence establishing security requirements in policy is complete, 

consistent, technically sound 

· Design assurance is evidence establishing design sufficient to meet requirements of security 

policy 

· Implementation assurance is evidence establishing implementation consistent with security 

requirements of security policy 



14 
 

 

Question 5 (20 Marks) 

(a). Government legislation and Experts in security field have expressed concerned about the increasing 

growth of cyberattack. It was recently published in the SECURITY WATCHNEWS that security 

vulnerabilities come from attackers exploiting data via malicious instructions. In some of these attacks, 

attackers provide input that are intended to be used solely as data that is, (operated on in a pre-

determined manner), but due to a flaw in the processing of that data, elements of the data instead 

become treated as instructions that is (programming) that control execution. Cyber research indicated 

that there are some of the data provided by the attacker that may winds up, being interpreted as òcodeó 

of some sort, even though that was not the intent of the programmer or designer. Programmer focused 

much attention on features of the application rather than the security aspect of the application. As 

presented below and for each of the following types of attacks, circle YES if it exploits (or at least, one 

common version of it exploits) a data-vs.-instructions vulnerability, or NO if the nature of the attack 

does not involve such a vulnerability. If uncertain, you might want to not circle either, as points will be 

deducted for circling the wrong answer. (10 Marks) 

Solution: 

(i)ññ NO TOCTTOU (time-of-check-to-time-of-use) 

 

(ii)YES ñð Buffer overflow 

 

(iii)ññ NO Integer overflow 

 

(iv)YES ñð SQL injection 

 

(v)ññ NO TCP RST injection 

 

(b ). List four types of Attacks on DATA CIA (2 Marks) 

1. Disclosure 

Attack on data confidentiality 

2. Unauthorized modification / deception 

E.g., providing wrong data (attack on data integrity) 

3. Disruption 

(attack on data availability) 

4. Usurpation 

Unauthorized use of services (attack on data confidentiality, integrity or availability) 

(c). A foremost expert from FBI of US of A and Security adviser to the House Parliament of the United 

Kingdom, Serious Organised Crime Agency (UK-SOCA) have completed Research Excellency 

Framework (REF) on Cyber Education Awareness and as collaborated with the Nigeria Security 

Agency (NSA) in Abuja. The agenda of the REF focused mainly on the effort to combat occurence of 

Cybercrime in West Africa States. The publication anlysed ways of attacking DATA CIA. List and 

explain examples of attackes as mentioned below (5 Marks) 
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(i). Examples of Attacks on Data Confidentiality 

Ɓ Tapping / snooping 

(ii). Examples of Attacks on Data Integrity 

Ɓ Modification: salami attack -> little bits add up 

Ɓ E.g. òshave offó the fractions of naira after interest calculations 

Ɓ Fabrication: òreplay dataó - send the same thing again 

Ɓ E.g., a computer criminal replays a salary deposit to his account 

 

(iii). Examples of Attacks on Data Availability 

Ɓ Delay vs. full DoS 

 

(iv). Examples of Repudiation Attacks on Data: 

Ɓ Data origin repudiation:  òI never sent itó 

Ɓ Repudiation = refusal to acknowledge or pay a debt or honor a contract (especially by public 

authorities).       

   

(v). Examples of Data receipt repudiation:  òI never got itó 

(d). In a computer security environment, assurance has been considered as a key platform for data 

trust and privacy. With this understanding and with the aid of diagram, discuss why assurance is 

important? (3 Marks) 

Solution: 

Assurance is driven by policy and mechanisms. See example below: 

 

 

 

 

 

 

 

 

Policy

Mechanisms

Assurance

Statement of requirements that explicitly defines
the security expectations of the mechanism(s)

Provides justif ication that the mechanism meets policy
through assurance evidence and approvals based on
evidence

Executable entities that are designed and implemented
to meet the requirements of the policy
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COVENANTUNIVERSITY  

CANAANLAND, KM 10, IDIROKO ROAD  

P.M.B 1023, OTA, OGUN STATE, NIGERIA. 

 

TITLE OF EXAMINATION:  B.Sc. EXAMINATION  

COLLEGE:  College of Science and Technology 

SCHOOL:  Natural and Applied Sciences 

DEPARTMENT:  Computer and Information Sciences 

SESSION:  2015/2016     SEMESTER: OMEGA 

COURSE CODE: CSC423     CREDIT UNIT: 3 

COURSE TITLE: Concept of Programming 

INSTRUCTION:  Answer any four questions.   TIME: 3 hours 

1a) Highlight the factors you will consider in selecting a suitable programming language to solving a problem. [6 

marks] 

1b) Discuss briefly the features of the following programming paradigms: 

i) Object-oriented Programming; ii) Concurrent Programming; iii) Logic Programming; iv) Imperative 

Programming [4 marks] 

1c) Identify five typical programming language domains and their associated languages. [5 marks] 

1d) Mention 5 types of cost associated with a programming language [2.5 marks] 

2a) 

 Consider the grammar of the Calculator language:  

<program> ::= <expression sequence> 

<expression sequence> ::= <expression>| <expression> <expression sequence> 

<expression> ::= <term> | <expression> <operator> <term> | <expression> <answer> | <expression> 

<answer> +/-  

<term> ::= <numeral> | MR | Clear | <term> +/-  

<operator> ::= + | ð | x  
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<answer> ::= M+ | =  

<numeral> ::= <digit> | <numeral> <digit> 

<digit> ::= 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9  

i) Determine the total number of productions in the grammar above. [1.5 marks] 

ii) How many Terminals symbols, and non-terminal symbols are in the grammar? [2 marks]  

       iii) Using a Syntax tree, show that:   5M++/- is a sentence of the Calculator   language [2 marks] 

 

2b)  Identify 4 factors that can contribute to the readability of a language.   [4 marks] 

2c)  Discuss the notion of Abstraction in programming languages.   [6 marks] 

2d)  Identify the various types of grammar.     [2 marks]  

 

3a) 

( i)  State two design issues associated with the use of selection control structures across programming 

languages and provide answer on how the issues are resolved [2 Marks] 

ii) Describe the general form of an iterative statement and give a programming example in i) C and ii) Python 

[2 marks] 

(iii) How is selectable segment specified in i) C# and ii) C [2.5 Marks] 

3b. With respect to iterative control structures, discuss the choices for the location of the 

iteration control in C# [3 Marks] 

3c. Justify any two of the statements below as they apply to programming languages and show 

with programming illustrations: [4 Marks] 

i) A careless use of unconditional Goto statement may lead to poor readability 
ii) Every counting loop can be built with a logically controlled loop 
iii) The flow of a program across languages fall under sequence, selection and iteration 

structure 
3d) Is there any difference between static and dynamic variable binding? What are the 

advantages of one over the other? [4 Marks] 

 

4a) With programming illustration in C++ or Python, differentiate between a pre-test and a post-

test logically controlled loop [4 marks] 

4b) List four generic operations that can be performed on a list data structure [4 marks] 

4c). Show with programming illustration how the delete operations can be achieved using an 

array or a singly linked list [5 marks] 

4d) Discuss the following concepts as they apply to runtime routines [4.5 Marks] 

i.  Linking ii. Binding iii Execution 
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5a) With the aid of a diagram explain the various stages of code compilation  [5½ Marks] 

5b) List Three (3) ways in which a lexical analyser can be built and Discuss one of them.  [4Marks]  

5c)  Briefly describe the Two (2) types of Parsing Algorithms   [3Marks] 

5d) Briefly differentiate between LR-Parsers and LL-Parsers   [5Marks] 

 

6a) What are the reasons for separating the lexical and syntax analysis stage of program compilation? 

                     [3½ Marks] 

6b) Syntax analysers are designed based on formal description of the syntax of programs e.g. Context Free 

Grammar.  Discuss the advantage of using Context Free Grammar over informal syntax description.  

        [3 Marks] 

6c) Define the Following Terms with respect to lexical analysis: 

i. Source Code 
ii. Lexemes 
iii. Token 
iv. Symbol Table        [6 Marks] 

6d) Identify the Tokens and Lexemes in the given the Statement ═ ╟ ►z ◄ . [5 Marks] 
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Marking Scheme ð CSC 423 

 

1a) Highlight the factors you will consider in selecting a suitable programming language to solving a problem. [6 

marks] 

 

i) Readability: This depends on the: simplicity, orthogonality, control statements, data structures and 

syntax design of the language. [1.5 marks] 

ii) Writability: This depends on the level of support for abstraction, expressivity, simplicity and 

orthogonality of the language. [1.5 marks] 

iii) Reliability: This depends on the type checking, exception handling, and restricted aliasing in the 

language. [1.5 marks] 

iv) Cost: This depends on the cost of:  program training, program writing, compilation, execution and 

maintenance of the language.   [1.5 marks] 

 

 

1b) Programming paradigms [4 marks] 

 

[Mentioning at least one point and citing programming language example for each paradigm will attract full 

marks] 

 

i) Imperative Programming 

- Programming is a series of steps, each which performs calculation, retrieves input  and produces 

output. 

-  Procedural abstraction is an essential building block, so also are assignments, loops sequences and 

conditional statements. Examples include: COBOL, FORTRAN, C, C++, Pascal etc. [1 mark] 

ii) Object-Oriented Programming 

- Program is a collection of objects with each passing messages that transform their state. 

- Object modelling, classification and inheritance are fundamental building blocks. Examples include 

small talk, Java, C++ Eiffel  [1 mark] 

iii) Logic Programming 

- The program is a collection of logical declarations about what outcome a function should accomplish 

of the program rather than how that outcome should be accomplished. 

- Execution of  the program applies series of declarations to achieve a series of possible solutions 

- Provides a natural vehicle for expressing non-determinism. Example: Prolog. [1 mark] 

v) Concurrent Programming 

- Program is a collection of cooperating processes, sharing information with each other from time to time 

but generally operation asynchronously. 

- Parallelism can also occur within an individual process. Examples of Concurrent programming 

languages include SR, Linda, and High Performance Fortran. [1 mark] 

 

1c) Five typical programming language domains and their associated languages. [5 marks] 
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[Mentioning at least one point and citing a programming language example for each domain will attract full 

marks] 

i) Scientific Applications 

¶ Have simple data structures but large numbers of floating-point arithmetic computations. 

Examples: FORTRAN and ALGOL [1 mark] 

ii) Business Applications 

¶ Language for business application software 

¶ Example: COBOL, DBASE, Visual Basic [1 mark] 

iii) Artificial Intelligence 

¶ Characterized by the use of symbolic rather than numeric computations 

¶ Examples: Lisp, Prolog [1 mark] 

iv) Systems Programming 

¶ Systems software consists of operating system and programming support tools. 

¶ Examples: PL/1, PL/S, BLISS, Extended ALGOL, BCPL, Coral 66, Jovial, Java and XPL, C, 

C++ (the most widely used are: C and C++) [1 mark] 

v) Special-Purpose languages 

¶ They are domain-specific languages 

¶ Examples: 

i. String Manipulation: COMIT, SNOBOL, SNOBOL 4 

ii. List Processing Languages: IPL-V, Lisp 

iii. Simulation Languages 

Examples: GPSS (General-Purpose Simulation System) and Simula 67 

iv. Scripting Languages 

They are interpreted instead of being compiled 

Examples: awk, Perl, Python, TCL, JavaScript, PHP and ASP. [1 mark] 
 

1d)  5 types of cost associated with a programming language [2.5 marks] 

[Any five attracts full marks] 

The ultimate total cost of a programming language is a function of many of its characteristics. Some of the costs 

associated with a programming language are: 

i) Cost of training programmers [0.5 mark] 
ii) Cost of writing programs in the language. [0.5 mark] 
iii) Cost of compiling programs in the language. [0.5 mark] 
iv) The cost of executing programs written in a language [0.5 mark] 
v) Cost of language implementation system. [0.5 mark] 
vi) Cost of poor reliability. [0.5 mark] 
vii) Cost of maintaining programs. [0.5 mark] 

 

2a) 

i) Number of productions = 28  [1.5 marks] 

ii) Terminal symbols ð 18   [1 mark]; Non-terminal symbols ð 9    [1 mark] 

iii) 
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        [2 marks] 

 

 

2b)  Identify 4 factors that can contribute to the readability of a language.   [4 marks] 

   [Mentioning at least one point under a specific factor will attract full 1 mark] 

¶ Overall Simplicity 

- Size of Basic Types: A language that has large number of basic components is more difficult to 

learn than one with a small number of basic types 

- Feature Multiplicity: Having more than one way to accomplish a particular task might be 

complicating for some programmers  

- Overloading: is a useful feature, but can reduce program readability. 

¶ Orthogonality:  

- This means that a relatively small set of primitive constructs can be combined in a relatively 

small number to build control and data structures. 

- It also means that every possible combination of primitives is legal and meaningful. 

- The idea is that an orthogonal language will be simple. 

¶ Control Statements 

- The availability of control structures aid the readability of a program. 

- Indiscriminate use of ôgotoõ reduces program readability. 

¶ Data Types and Structures 

- Availability of facilities for defining data types and data structures aids readability. 

- A language, which uses numeric type for Boolean type, is less readable. 

¶ Syntax Considerations 

- Identifier Forms: Restricting identifiers to very short lengths reduces readability 

<program> 

<expression sequence> 

<expression>    <answer>     +/- 

<term> 

<numeral> 

<digit> 

5 M+  +/- 
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- Special Words:  The use of special words as variable names reduces readability. 

¶ Forms and Meaning 

- The appearance of a statement should at least partially indicate its purpose to aid readability. 
  Any 4 attracts full marks - [4 marks] 

 

 

2c)  Write short notes on the stages of Program Compilation.  [6 marks] 

 

¶ An abstraction is a view or representation of an entity that includes only the most significant attributes. 

¶ It allows a programmer to collect instances of entities into groups in which their common attributes are not 

considered (abstracted away). Only the distinguishing ones are considered. 

¶ It is a weapon against the complexity of programming; it simplifies the programming process.  [2 marks] 

 

Types of Abstraction 

1. Process abstraction 

2. Data abstraction 

 

Process Abstraction 

¶ All subprograms are process abstractions because they provide a way for a program to specify that some 

process is to be done, without providing the details of how it is to be done (at least in the calling program). 

¶ For example, the call sortList (list, size) is an abstraction because the detail of the implementation of the 

subprogram is not specified.  [2 marks] 

 

Data Abstraction 

¶ An abstract data type is an enclosure that includes only the data representation of one specific data type 

and the subprograms that provide the operations for that type. 

Programs units that use an abstract data type declare variables of that type called Objects.   [2 marks] 

 

2d)  The various types of grammar. [2 marks]  

Type 0 (Phrase Structure Grammar) [0.5 mark] 

Type 1 (Context-Sensitive Grammar) [0.5 mark] 

Type 2 (Context ð Free Grammar) [0.5 mark] 

Type 3 (Regular Expressions) [0.5 mark] 

 

3a 

(i)  State two design issues associated with the use of selection control structures across programming languages 

and provide answer on how the issues are resolved (2 Marks) 

Solution: Any two of the following issues as discussed in the class ( 1 mark each for any 2= 2 marks) 
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¶ What is the form and type of the expression that controls the selection? 

Solution: the form of the control: e.g. in C, C#, Java 

if (logicalexpression) 

true-statements; 

else  

false-statements; 

Example:  

if (sum == 0) 

result = 0; 

else  

result = 1; 

Type of expression: Logical or arithmetic or both. Student may use the for statement or any control 

statement to explain 

¶ How are the then and else clauses specified? 

 Solution:  Java, C, C#, C++ :Use of braces 

                 Phyton, Rubby:  Use of colon 

¶ How should the meaning of nested selectors unaltered?  

Solution:  Use of braces or colon or break to separate multiple statements 

¶ How are the selectable segments specified?  

Solution: 1. use of label when using the goto statement (FORTRAN, 

    2.  use of braces when using imperial languages to demarcate 

¶ Is execution flow through the structure restricted to include just a single selectable segment?  No, we can use break or  

goto to skip unneeded segment  

¶ How are the case values specified?  

Solution: Forming arithmetic expression or setting a value of any data type (e.g. switch statement) 

¶ How should unrepresented selector expression values be handled, if at all?  

Solution: The use of Default  value  or statement 

¶ How is the iteration controlled?  

Solution:  By the  loop  counter or logical expression 

¶ Where should the control mechanism appear in the loop statement? 

Solution : as a  Pre or post test 

¶ What are the types and scope of the loop variable?  

Solution: Integer, character or floating point, scope of the loop variable rest within the loop and directed by the 

loop condition 

¶ Should it be legal for the loop variable or loop parameters to be changed in the loop, and if so, does the change affect 

loop control?  

Solution: Depends on the language 
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¶ Should the loop parameters be evaluated only once, or once for every iteration? 

Solution: Depends on the language 

3b) Describe the general form of an iterative statement and give a programming example in i) C and ii) Python 

[2  2 marks] 

ii) 

In C: 

Stm 0;  

for (expression_1; expression_2; expression_3){  

Stm 1; 

Stm 2;   

} 

Stm m; 

Note: the student may use any other iterative statements like do .. while, while .. do, do .. continue 

etc but must identify the loop variable, loop body and the loop terminator 

In phyton: 

Has the form: 

 for loop variable in object: 

  loop body 

 [else: 

  else clause] 

· e.g.  

  for count in [2, 4, 6]: 

  print count 

(½ mark for structure, ½ mark each for the language options= 2 marks) 

 

(iii) How is selectable segment specified in i) C# and ii) C (2 ½ Mark) 

 C#: uses braces for compound statement, does not reckon with use of only semicolon 

 C:  the use of braces or semicolon separating statements of the selectable segment 

(½ mark for each approach and ½ for the semicolon difference=1 ½ marks) 

 

3b) With respect to iterative control structures, discuss the choices for the location of the 

iteration control in C# (3 Marks) 

Solution: 
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Choices for the location of the iteration control are: 

· the top of the loop: which means that the test for loop completion occurs before the loop 

body is executed (pretest) e.g. for statement  

for(int  i=1 ; i<=10; i++)   (C#) ====Č i  is the control mechanism  

         next  i  

·  the bottom of the loop: which means that the test occurs after the loop body is executed (post 

test)  e.g. do é while <condition>.... 

· In the middle e.g.  

i=1 

loop: c=c+I  

i=i+1             ====Č i is the control mechanism  

If i,< 10 goto loop 

· Print  i,  
(½  mark for each approach and ½  for illustration of each approach=3marks) 

 

3b. (ii) Justify any two of the statements below as they apply to programming languages and show 

with programming illustrations: (4 Marks) 

¶ A careless use of unconditional Goto statement may lead to poor readability 

Solution 

An unconditional branch statement transfers execution control to a specified location in the 

program. 

The unconditional branch, or goto statement, is the most powerful statement for controlling the 

flow of execution of a programõs statements.  

 

Syntax:    goto label  ====> one statement must have the indicated label 

  Goto loop   ====>   

  Goto 10    ====> (BASIC, FORTRAN) 

  Jmp loop   ====>( Turbo Assembly, MASM) 

The goto has stunning power and great flexibility because all other control structures can be 

built with goto and a selector  

 

A goto has the capability of forcing any program statement to follow any other in execution 

sequence, regardless of whether that statement precedes or follows the previously executed 

statement in textual order => poor readability 

It is advisable to use goto to transfer control around code sections in response to errors or 

unusual conditions but disallows their use to build any sort of loop 
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(1 mark for justification 1 mark for illustration= 2 marks) 

 

¶ Every counting loop can be built with a logically controlled loop 

 

Solution 

Yes,  IF statement can be used instead of loop to achieve a repetition. It would only lead to a 

long program.  A test has to be explicitly made in order to repeat some statement lines. 

 

Consider the following C program segmen: 

j = -3; 

for (i = 0; i < 3; i++) { 

switch (j + 2) { 

case 3: 

case 2: j--; break; 

case 0: j += 2; break; 

default: j = 0; 

} 

if (j > 0) break; 

j = 3 - i 

} 

It is rewritten without the switch as: 

 

j=-3; c=j+2; 

for (i = 0; i < 3; i++) { 

if (c==2){ 

    J=j-1; 

elseif (c==0) 

   J=j+2; 

else 

   J=0; 

} 

If (j<= 0) 

J=3-I; 

} 

(1 mark for justification 1 mark for illustration= 2 marks) 
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¶ The flow of a program across languages fall under sequence, selection and iteration structure 

Solution 

Yes. Program in sequence: causes all the instructions in the code to be executed. None is 

skipped and not is repeated 

Program with Selection: causes a segment of the same program to be skipped while some are 

executed 

Program with Iteration allows some segment of the same program to be executed more than 

one times. 

Hardly can we find an application that would not support these three structures in modern days. 

(1 mark for justification 1 mark for illustration= 2 marks) 

 

3c. Is there any difference between static and dynamic variable binding? What are the 

advantages of one over the other? (3 Marks) 

 

Solution 

· Static  variable binding is the binding that occurs before run time  (i.e. design time, compile time, link 

time) and remain unchanged throughout program execution. A language that employs static binding is 

said to be statically typed. Used in Fortran, C, and C++, Java 

Advantages 

-Ideal for global variables 

-Makes variables used in subprogram to be history sensitive (i.e. can retain values between 

separate executions of the subprogram) 

-No run-time overhead is incurred for allocation and deallocation. 

Disadvantages 

- Reduced flexibility 

-If only variable that are statically bound are available, recursive subprograms cannot be 

supported.  

· Dynamic variable binding: occurs during run-time and can change value  in the course of program 

execution. Used  in Python, Ruby, JavaScript, and PHP and LISP 

Advantages:  

-   provides a great deal of flexibility . Whatever type data is input will be acceptable, because the data 

is assigned to the variables at run time. 

-There has been a significant shift to languages that use dynamic type binding 

Disadvantage 



28 
 

-  May waste memory  space 

- has readability problem 

(1 mark for meaning, ½ mark for one advantage /illustration for each= 3 marks) 

 

 

4a)  With programming illustration in C++ or Phyton, differentiate between a pretest and a post 

test logically controlled loop (4 marks) 

Solution (in C++) 

In pre-test, the condition is tested before any run of the loop body but in post-test, at least a run 

is made of the loop body before a test whether to continue is reached. 

The pretest logical loop e.g. while statement has the form: 

while (control_expression)   {   ====Č pre-test 

 loop body 

} 

Post test logical loop has the form: 

 Do { 

 loop body 

 } 

 while (control_expression);    ====Č post-test 

 

The only real difference is that post-test causes the loop body to be executed at least once. And 

that post test can run indefinitely if the loop variable is not adjusted within the loop body 

 

4b) List three generic operations that can be performed on a list data structure (3 marks) 

Solution: Any three of the following list 

· Initialize(L): makes the List empty. 

· Empty(L): returns true if the list is empty or false otherwise. 

· Full(L): returns true if the list is full or false otherwise (for bounded list) 

· Insert (b,i,L): inserts objects b at position number I on the list L 

· Delete(b,i,L): deletes the object at position number I on the list L if it exists. 

· Locate(i,L): returns the position of object b on list L if it exist 

· Next(p,L): returns a pointer to the list item next to the one pointed to by p or null 

otherwise. 

· Previous(p,L): returns a pointer to the list item previous to the one pointed to by p or 

null otherwise. 

· Last(L): returns the pointer to the last item on the list or null otherwise 



29 
 

· Prinlist(L): prints the objects on list L in their order on the list. 

 

4c) Show with programming illustration how the deletion operations in (B) can be achieved 

using an array or a singly linked list (5 marks) 

Solution 

a. Deletion operation in an array 

Given an array of five records, to delete the record in position I , we can set its value to zero. This  

can be implemented in C, C#, C++ or Java by 

 

. 

.   ====Čpreceding operations of declaration, data capturing etc 

. 

 

Scanf(&i);    ====Čget the position of record to delete into i 

array[i]=0;    ====Č deleting element in position i 

for(int k=0; k<= 4; k++){ 

printf(array[k]. 

} 

In a singly linked list, the node having the element to be deleted is released by adjustment of 

pointer 

 

 

 

4d) Discuss the following concepts as they apply to runtime routines (4 ½ Marks) 

 i. Linking 

 ii. Binding 

 iii Execution 

Solution 

Linking 

The process of linking deals with bringing together all called subprograms or library routines 

used in an application/program together to produce only one program.  

The whole long program stream is then fed to the processor for execution. In some 

programming languages like FORTRAN, linking takes place after compilation. The 

programmer first compile, then he links and finally order for execution. In others like menu 

driven languages like Visual Studio, the debug menu has option for compile, build and Run 
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Binding 

The process of associating a feature to an entity e.g. binding a type to a variable or a function, 

associating a memory cell to a variable, associating a value to a variable or to a memory cell  etc. 

· Binding can take place at:  

· Compile time;  

· Load/link time; and  

· Run time.  

Early (compile-time) binding leads to efficient execution while late (run-time) binding leads to 

more flexibility. 

Execution 

This is the act of performing required operation indicated by an instruction by a processor. The 

final aim of writing a program is for the processor to act on humanõs behalf. Execution brings 

results if semantically correct or no result if the instruction is not meaningful. 

 

5a ) The  various stages of code compilation   [5½ Marks] 

[Give 2.5 Marks for the diagram and 0.5 Marks each for the explanation of each of the stages] 

The compilation process is a sequence of various stages that occur in phases. Each phase takes input from its 

previous stage, has its own representation of source program, and feeds its output to the next phase of the 

compiler. 
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i. Lexical Analysis 

The first phase of scanner works as a text scanner. This phase scans the source code as a stream of characters and 

converts it into meaningful lexemes. Lexical analyser represents these lexemes in the form of tokens. 

ii. Syntax Analysis 

The next phase is called the syntax analysis or parsing. It takes the token produced by lexical analysis as 

input and generates a parse tree (or syntax tree). In this phase, token arrangements are checked against 

the source code grammar, i.e. the parser checks if the expression made by the tokens is syntactically 

correct. 

 

iii. Semantic Analysis 

Semantic analysis checks whether the parse tree constructed follows the rules of language. For example, 

assignment of values is between compatible data types, and adding string to an integer. Also, the semantic 

analyser keeps track of identifiers, their types and expressions; whether identifiers are declared before 

use or not etc. The semantic analyser produces an annotated syntax tree as an output. 

iv. Intermediate Code Generation 

After semantic analysis the compiler generates an intermediate code of the source code for the target 

machine. It represents a program for some abstract machine. It is in between the high-level language 

and the machine language. This intermediate code should be generated in such a way that it makes it 

easier to be translated into the target machine code. 

v. Code Optimization 

The next phase does code optimization of the intermediate code. Optimization can be assumed as 

something that removes unnecessary code lines, and arranges the sequence of statements in order to 

speed up the program execution without wasting resources (CPU, memory). 

vi. Code Generation 

In this phase, the code generator takes the optimized representation of the intermediate code and maps 

it to the target machine language. The code generator translates the intermediate code into a sequence 

of (generally) re-locatable machine code. Sequence of instructions of machine code performs the task 

as the intermediate code would do. 

 

5b) Three (3) ways in which a lexical analyser can be built and Discuss one of them. [4Marks] 

[Give One(1) Mark each of the ways itemized below and 1 Mark for the discussing any of them] 

i. Write a formal description of the token patterns of the language using a descriptive language related to regular 

expressions. These descriptions are used as input to a software tool that automatically generates a lexical analyzer. 

(e.g. Lex ð apart of the UNIX system) 

ii. Design a state transition diagram-That describes the token patterns of the language and Write a program that 

implements the diagram.  

iii. Design a state transition diagram-That describes the token patterns of the language and hand-construct a table-driven 

implementation of the state diagram. 

5c) Two (2) types of Parsing Algorithms [3Marks] 
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[Give 1.5 Marks for describing each type of Parsers] 

 

Parsers are categorized according to the direction in which they build parse trees. The two broad classes of parsers 

are: 

o Top-down 

Á The tree is built from the root downward to the leaves 

Á A top-down parser traces or builds a parse tree in preorder.  

Á A preorder traversal of a parse tree begins with the root.  

Á Each node is visited before its branches are followed.  

Á Branches from a particular node are followed in left-to-right order.  

Á This corresponds to a leftmost derivation. 

Á Also known as LL Parsers 

o Bottom-up 

Á The parse tree is built from the leaves upward to the root. 

Á A bottom-up parser constructs a parse tree by beginning at the leaves and 

progressing toward the root.  

Á This parse order corresponds to the reverse of a rightmost derivation.  

Á That is, the sentential forms of the derivation are produced in order of last to first. 

 

5d) LR-Parsers and LL-Parsers     [5Marks] 

[Give 2.5Marks each for both discussions] 

iv. Both Algorithms are suitable reading an input stream, e.g. from a file.  

o LL-Parsers 

Á The first ôLõ in these acronyms stands for ôLeft-to-rightõ, that is, input in processed 

in the order it is read.  

Á The second ôLõ in ôLL-parsingõ stands for ôLeftmost derivationõ, as the parsing 

mimics doing a leftmost derivation of a sentence. 

Á A LL-Parse parser traces or builds a parse tree in preorder.  

Á LL-Parsing algorithms use different information to make parsing decisions. 

Popular top-down parsers choose the correct RHS for the leftmost nonterminal 

in the current sentential form by comparing the next token of input with the first 

symbols that can be generated by the RHSs of those rules. Whichever RHS has 

that token at the left end of the string it generates is the correct one.  

Á Given a sentential form that is part of a leftmost derivation, the LL-parserõs task 

is to find the next sentential form in that leftmost derivation.  

o LR-Parsers 

Á The ôRõ in ôLR-parsingõ stands for ôRightmost derivationõ of the sentences.  

Á The parsing algorithms are normally referred to as LL(k) or (LR(k), where k is 

the number of unread symbols that the parser is allowed to ôlook aheadõ. 

Á A LR-Parser constructs a parse tree by beginning at the leaves and progressing 

toward the root. This parse order corresponds to the reverse of a rightmost 

derivation. i.e. The sentential forms of the derivation are produced in order of last 

to first.  

Á Given a right sentential form, the parser must determine what substring of  the 

RHS of the rule in the grammar that must be reduced to its LHS to produce the 

previous sentential form in the rightmost derivation.  

Á Start with RHS rules and input, collapse terminals and non-terminals into non-

terminals until it reaches the starting non-terminal. 

Á The process of finding the correct RHS to reduce is complicated by the fact that 

a given right sentential form may include more than one RHS from the grammar 

of the language being parsed. However, the correct RHS is called the HANDLE 
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6a) Reasons for separating the lexical and syntax analysis stage of program compilation? [3½ Marks] 

 [Give full mark for listing and discussing reasons] 

o Simplicity 

Á Techniques for lexical analysis are less complex than those required for syntax 

analysis; so the lexical-analysis process can be simpler if it is separate.  

o Efficiency 

Á Lexical analyzer can be optimized, while syntax analyzer cannot 

Á Separation facilitates this selective optimization.  

o Portability 

Á Lexical analyzer is platform dependent while syntax analyzer is platform 

independent.  

Á It is always good to isolate machine-dependent parts of any software system. 

 

 

6b) Advantage of using Context Free Grammar over informal syntax description.  [3Marks] 

[Give Full Marks for providing advantages] 

 

The most commonly used syntax-description formalism is Context-free Grammars, or BNF.  

Using BNF, as opposed to using some informal syntax description, has the following advantages.  

o BNF descriptions of the syntax of programs are clear and concise, both for humans and for 

software systems that use them. 

o The BNF description can be used as the direct basis for the syntax analyser.  

o Implementations based on BNF are relatively easy to maintain because of their modularity 

6c) Define the Following Terms with respect to lexical analysis: 

[Give 1.5 Marks for correct attempt on each points] 

v. Source Code 

In lexical analysis terms, source code is any collection of instructions written using some human-

readable computer language, usually as text to be read and executed by the computer. The source 

code of a program is specially designed to carry out specify by a computer machine. Source code 

and object code refer to the "before" and "after" versions of a computer program that is compiled 

before it is ready to run in a computer. 

vi. Lexemes 

These are logical collections of characters into logical groupings and assigns internal codes to the 

groupings according to their structure.  

vii. Tokens 

Since the logical groupings are named Lexemes, Tokens are a set of identifiers used to identify and serves 

as the internal codes for categorizing a group of lexemes. 

viii. Symbol Table        [6Marks] 

The symbol table is a data-structure maintained and accessed throughout the various phases of the 

compilation. The symbol table stores all the names of the identifier together with their data types, 

making it easier for the compiler to search, find and retrieve information about the identifier. The 

symbol table is also used for scope management. 
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6d) Identify the Tokens and Lexemes in the given the Statement ═ ╟ ►z ◄ . [5Marks] 

Token Lexemes 

IDENT  A 

ASSIGN_OP = 

IDENT  P 

BRACKET_O ( 

INT_LIT  1 

ADD_OP + 

BRACKET_O ( 

IDENT  r 

MULT_OP * 

IDENT  t 

BRACKET_C ) 

BRACKET_C ) 
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COVENANT UNIVERSITY, OTA  

COLLEGE OF SCIENCE AND TECHNOLOGY  

DEPARTMENT OF COMPUTER & INFORMATION SCIENCES  

Omega Semester B.Sc Examination 2015/2016 Academic Session 

CSC 442:    Computational Biology and Interdisciplinary Topics  2 Units (2.5 hours) 

 

Instruction: Attempt Question FOUR and any other Two (2) Questions 

 

 

1a. Explain the term bioinformatics to your grandmother in the simplest manner.  

 (3Mks)  

1b.  In tabular form, differentiate between Needlemanôs Wunsch and Smith Watermanôs 

algorithms           

   (5Mks) 

1c. Define the following terms: 
 i.) Sequence alignment ii) multiple sequence alignment iii) Phylogeny iv) PSI BLAST   

           (8Mks)  

1d. Distinguish between a genome and a chromosome in tabular form.    (4Mks) 

 

 

2a. Distinguish between the features of prokaryotic and eukryotic cells in a tabular form.    (6Mks)  

2b.  Explain four types of Protein that you know.            (4Mks)  
2c. Define the following terms: i) Gene (ii) Gene expression (iii) Orthologs (iv) Paralogs (v) Exon (vi) 

Intron  (vii) Homolog (viii) Genetic code       (10Mks) 

 

 

3a. What is the relationship between mutation and polymorphism?    (5Mks)  

3b. Mention 5 characteristics of database in the context of Computational biology.  (5Mks) 

3c.  Consider the slide of animal cell generously provided by Sinauer Associates in Figure 1. 

Fill -in and complete the Nine (9) missing parts and explain their significance and functions. 

        (10Mks) 
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                                                    Figure 1. An Animal Cell                                   

    
 

4a. Given sequences: M = ATGCATCCCATGAC and N = TCTATATCCGT  

Use the parameters below to construct an array, score its pathways, backtrack and find the local 

alignment of the sequences. S(a,a) = 2, S(a,b)=-3 and S(a,-) or S(-,b)=-2 

            (10Mks) 
4b.  Mention Seven (7) types of databases related to Bioinformatics sequences with at least three (3) 

examples.          (7Mks) 

4c. Define the term dynamic programming?     (2Mks) 

4d.  What are the merits and demerits of dynamic programming?                          (3Mks) 

4e.  In a database of translated nucleotide sequences, when you apply a query sequence of amino acids, 

what is the likely BLAST flavor to adopt in this process?            (2Mks) 

4f.  What is ñhiddenò in the Hidden Markov Model       (2Mks) 

4g.  Compared to BLAST, FASTA, and other sequence alignment and database search tools based on older 

scoring methodology, what are the advantages of HMM over BLAST, FASTA and other sequence 

alignment tools?       (2Mks)            

4h.  What are the goals of Phylogeny?      (2Mks) 

   

  

5a. What do we mean by translation and transcription?       (4Mks)  

5b. In ten sentences, explain 10 examples of bioinformatics resources (tools and databases)    

(5Mks)  

5c.  With the aid of a very suitable diagram explain the Molecular Central Dogma System.      (6 

Mks) 
5d. Describe the internal structure of HMM (support suitable diagram)    (5Mks) 
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TITLE OF EXAMINATION:  B.Sc OMEGA SEMESTER EXAMINATION  

COLLEGE:  SCIENCE AND TECHNOLOGY  

DEPARTMENT:  COMPUTER & INFORMATION SCIENCES  

SESSION:  2015/2016                                                           SEMESTER: OMEGA  

COURSE CODE:  CSC 441              CREDIT UNIT:  2   

COURSE TITLE:  HUMAN COMPUTER INTERFACE (HCI)  TIME : 2HOURS 

INSTRUCTION : ANSWER ANY THREE QUESTIONS                                                             

 

1. a) Define Requirements and explain the reason why it is important to get the requirements   right 

in Human Computer Interaction.        6Marks 

    b) What is interaction design?  Explain the interaction design life cycle.  8Marks 

    c) The Star lifecycle model has not been used widely and successfully for large projects in industry. 

Consider the benefits of lifecycle models and suggest why this may be. 3Marks 

   d) What conceptual models are the following applications based on? 

        i. A 3D video game i.e a car-racing game with a steering wheel and tactile, audio, and visual 

feedback. 

       ii. The Windows environment. 

       iii. A web browser.        4.5Marks 

 e) What is a user-centered approach?        2Marks 

 

2a) What are the  key usability goals and user experience goals for each of the following interactive 

products. 

i. A mobile device that allows young children to communicate with each other and play 

collaborative game. 

ii.   A video and computer conferencing system that allows students to learn at home. 

4Marks  
   b) Explain 4 different types of requirement in HCI.    6Marks 

   c) Based on the identified types of requirements in (2b), Suggest one key requirement for each of 

the following scenarios: 

       i. A system for use in a university's self-service cafeteria that allows users to pay for their    food 

using a credit system. 

      ii. A system to control the functioning of a nuclear power plant. 

      iii.  A system to support distributed design teams, e.g., for car design.           7.5Marks 

  d) Explain the following, giving appropriate example, benefits and demerits; 

i. Synchronous communication  

ii.  Asynchronous communication       6Marks  

 

3 a) Explain 5 guidelines for physical design in HCI             5Marks  

   b) What are the 2 philosophies on construction i.e from design to implementation in HCI. 

           4Marks  
   c) Explain the stakeholders for the check-out system of a large supermarket?  4.5Marks  

   d) How do people repair breakdowns in conversations when using the phone or email? 
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           4Marks  
   e) Explain the four types of agents that we have in HCI.    6Marks  

 

 

4. a) Which conceptual model or combination of models is most suited to supporting the following 

user activities? 

         i. Downloading music off the web 

        ii. Programming         4Marks  

    b) Explain the 6 major steps of the Decide framework for evaluation  9Marks  

    c) Explain 3 classic user-frustration provokers that could be avoided or reduced by putting more 

thought into the design of the conceptual model.    4.5Marks  

   d) Explain the usability and user experience features that are important for the success of the 

following; 

       i. A word processor  

      ii. A cell phone         6Marks  

     

 

5 a) i. Explain the following? 

1. Low fidelity Prototype 

2. High fidelity Prototype         

       ii. Compare (1) and (2) as regards the advantages and disadvantages    9Marks 

   b) Compare at least three data gathering techniques.   4.5Marks  

   c) Explain  3 heuristics by Jakob Nielsen.     4.5Marks 

  d) For each of the situations below, list and explain the kinds of data gathering technique that would 

be appropriate and how you might use the different techniques. You should assume that you 

are at the beginning of the development and that you have sufficient time and resources to use 

any of the techniques. 

i. You are developing a new software system to support a small accountôs office. There is a 

system running already with which the users are reasonably happy, but it out-dated and 

needs upgrading. 

ii.  You are looking to develop an innovative device for diabetes sufferers to help them record 

and monitoring methods involving a ritual with a needle, some chemicals, and a written 

scale. 

iii.  You are developing a website for a young personôs fashion e-commerce site. 

5.5Marks 
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MARKING SCHEME  

 

QUESTION ONE. 

 a) 

A requirement is a statement about an intended product that specifies what it should do or how it 

should perform. One of the aims of the requirements activity is to make the requirements as specific, 

unambiguous, and clear as possible. 

 

Why bother? The importance of getting it right 

Understanding what the product under development should do and ensuring that it supports 

stakeholders' needs are critically important activities in any product development. If the requirements 

are wrong then the product will at best be ignored and at worst be despised by the users, and will 

cause grief and lost productivity. In either case, the implications for both producer and customer are 

serious: anxiety and frustration, lost revenue, loss of customer confidence, and so on. However we 

look at it, getting the requirements of the product wrong is a very bad move and something to be 

avoided at all costs. 

 

b) Interaction design can be defined as designing interactive products to support people in their everyday 

and working lives. 

In particular, it is about creating user experiences that enhance and extend the way people 

work, communicate and interact.  
It can also be defined as "the design of spaces for human communication and interaction."  

            

Four basic activities of interaction design 
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1. Identifying needs and establishing requirements 

In order to design something to support people, we must know who our target users are and what 

kind of support an interactive product could usefully provide. 

These needs form the basis of the product's requirements and underpin subsequent design and 

development. This activity is fundamental to a user-centered approach, and is very important in 

interaction design. 

            
2. Developing alternative designs/Design  

This is the core activity of designing: actually suggesting ideas for meeting the requirements. 

This activity can be broken up into two sub-activities:  

¶ Conceptual design 

¶ Physical design.  

 
ü Conceptual design involves producing the conceptual model for the product and a conceptual model 

describes what the product should do, behave and look like.  
ü Physical design considers the detail of the product including the colors, sounds, and images to use, 

menu design, and icon design. Alternatives are considered at every point.    
         

 
3. Building interactive versions of the designs 

Interaction design involves designing interactive products. The most sensible way for users to 

evaluate such designs, then, is to interact with them. This requires an interactive version of the designs 

to be built, but that does not mean that a software version is required. There are different techniques 

for achieving "interaction," not all of which require a working piece of software. For example, paper-

based prototypes are very quick and cheap to build and are very effective for identifying problems in 

the early stages of design, and through role-playing users can get a real sense of what it will be like 

to interact with the product.  

            

 
4. Evaluating designs/Evaluation 

Evaluation is the process of determining the usability and acceptability of the product or design that 

is measured in terms of a variety of criteria including the number of errors users make using it, how 

appealing it is, how well it matches the requirements, and so on. Interaction design requires a high 

level of user involvement throughout development, and this enhances the chances of an acceptable 

product being delivered. 

c) One reason is that the Star lifecycle model is extremely flexible. This may be how designers work 

in practice. Lifecycle models are popular because "they allow developers, and particularly managers, 
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to get an overall view of the development effort so that progress can be tracked, deliverables 

specified, resources allocated, targets set, and so on." With a model as flexible as the Star lifecycle, 

it is difficult to control these issues without substantially changing the model itself. 
 

d)  

(a) A 3D video game is based on a direct manipulation/virtual environment conceptual model. 

(b) The Windows environment is based on a hybrid form of conceptual model. It combines 

a manipulating mode of interaction where users interact with menus, scrollbars, documents, and 

icons, an instructing mode of interaction where users can issue commands through selecting menu 

options and combining various function keys, and a conversational model of interaction where agents 

(e.g. Clippy) are used to guide users in their actions. 

(c) A web browser is also based on a hybrid form of conceptual model, allowing users to 

explore and browse information via hyperlinks and also to instruct the network what 

to search for and what results to present and save. 

e) User centered approach has to do with the fact that the real users and their goals, not just 

technology, should be the driving force behind development of a product. 

 

QUESTION TWO 

 

a) 

(i) Such a collaborative device should be easy to use, effective, efficient, easy to learn 

and use, fun and entertaining. 

(ii ) Such a learning device should be easy to learn, easy to use, effective, motivating and 

rewarding. 

 

b) 

¶ Functional requirements capture what the product should do. For example, a ~ functional 
requirement for a smart fridge might be that it should be able to tell when the butter tray is empty. 
Understanding the functional requirements for an interactive product is very important. 

¶ Data requirements capture the type, volatility, size, amount, persistence, accuracy, and value of the 
amounts of the required data. All interactive devices have to handle greater or lesser amounts of 
data. For example, if the system under consideration is to operate in the share-dealing application 
domain, then the data must be up-to-date and accurate, and is likely to change many times a day.  

¶ Environmental requirements or context of use refer to the circumstances in which the interactive 
product will be expected to operate. Four aspects of the environment must be considered when 
establishing requirements. First is the physical environment such as how much lighting, noise, and 
dust is expected in the operational environment. Will users need to wear protective clothing, such 
as large gloves or headgear, that might affect the choice of interaction paradigm? How crowded is 
the environment? For example, an ATM operates in a very public physical environment. Using speech 
to interact with the customer is therefore likely tobe problematic. The second aspect of the 
environment is the social environment, such as collaboration and coordination, need to be explored 
in the context of the current development. For example, will data need to be shared? If so, does the 
sharing have to be synchronous, e.g., does everyone need to be viewing the data at once, or 
asynchronous, e.g., two people authoring a report take turns in editing and adding to it? The third 
aspect is the organizational environment, e.g., how good is user support likely to be, how easily can 
it be obtained, and are there facilities or resources for training? How efficient or stable is the 
communications infrastructure? How hierarchical is the management? and so on. Finally, the 
technical environment will need to be established: for example, what technologies will the product 
run on or need to be compatible with, and what technological limitations might be relevant? 

¶ User requirements capture the characteristics of the intended user group.  a user may be a novice, 
an expert, a casual, or a frequent user. This affects the ways in which interaction is designed. For 
example, a novice user will require step-by-step instructions, probably with prompting, and a 
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constrained interaction backed up with clear information. An expert, on the other hand, will 
require a flexible interaction with more wide-ranging powers of control.  

¶ Usability requirements capture the usability goals and associated measures for a particular 
product.  

 

c) 

You may have come up with alternative suggestions; these are indicative of the kinds of answer we 

might expect. 

(a) Functional: The system will calculate the total cost of purchases. 

Data: The system must have access to the price of products in the cafeteria. 

Environmental: Cafeteria users will be carrying a tray and will most likely be in a reasonable rush. 

The physical environment will be noisy and busy, and users may be talking with friends and 

colleagues while using the system. 

User: The majority of users are likely to be under 25 and comfortable dealing with technology. 

Usability: The system needs to be simple so that new users can use the system immediately, and 

memorable for more frequent users. Users won't want to wait around for the system to finish 

processing, so it needs to be efficient and to be able to deal easily with user errors. 

 

(b) Functional: The system will be able to monitor the temperature of the reactors. 

Data: The system will need access to temperature readings. 

Environmental: The physical environment is likely to be uncluttered and to impose few restrictions 

on the console itself unless there is a need to wear protective clothing (depending on where the 

console is to be located). 

User: The user is likely to be a well-trained engineer or scientist who is competent to 

handle technology. 

Usability: Outputs from the system, especially warning signals and gauges, must be clear and 

unambiguous. 

 

(c) Functional: The system will be able to communicate information between remote sites. 

Data: The system must have access to design information that will be captured in a common file 

format (such as AutoCAD). 

Environmental: Physically distributed over a wide area. Files and other electronic media need to be 

shared. The system must comply with available communication protocols and be compatible with 

network technologies. 

User: Professional designers, who may be worried about technology but who are likely to be prepared 

to spend time learning a system that will help them perform 

their jobs better. The design team is likely to be multi-lingual. 

Usability: Keeping transmission error rate low is likely to be of high priority 

 
d) 

i. Synchronous communication 

Where conversations in real time are supported by letting people talk with each other either using 

their voices or through typing. Both modes seek to support non-verbal communication to varying 

degrees.         

 

Examples: 

¶ Talking with voice: video phones, video conferencing (desktop or wall), media spaces. 

¶ Talking via typing: text messaging (typing in messages using cell phones), instant messaging (real-
time interaction via PCs) chatrooms, collaborative virtual environments (CVEs). 

 

Benefits: 
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¶ Not having to physically face people may increase shy people's confidence and self-esteem to 
converse more in "virtual" public. 

¶ It allows people to keep abreast of the goings-on in an organization without having to move from 
their office. 

¶ It enables users to send text and images instantly between people using instant messaging. 

¶ In offices, instant messaging allows users to fire off quick questions and answers without the time 
lag of email or phone-tag. 

 

Problems: 

¶ Lack of adequate bandwidth has plagued video communication, resulting in poor-quality images that 
frequently break up, judder, have shadows, and appear as unnatural images. 

¶ It is difficult to establish eye contact (normally an integral and subconscious part of face-to-face 
conversations) in CVEs, video conferencing, and videophones. 

¶ Having the possibility of hiding behind a persona, a name, or an avatar in a chatroom gives people 
the opportunity to behave differently. Sometimes this can result in people becoming aggressive or 
intrusive. 

 

ii. Asynchronous communication 

Where communication between participants takes place remotely and at different times. It relies not 

on time dependent turn-taking but on participants initiating communication and responding to others 

when they want or are able to do so. 

            

Examples: 

¶ email, bulletin boards, newsgroups        

Benefits: 

¶ Ubiquity: Can read any place, any time. 

¶ Flexibility: Greater autonomy and control of when and how to respond, so can attend to it in own 
time rather than having to take a turn in a conversation at a particular cue. 

¶ Powerful: Can send the same message to many people. 

¶ Makes some things easier to say: Do not have to interact with person so can be easier to say things 
than when face to face (e.g., announcing sudden death of colleague, providing feedback on 
someone's performance).       

Problems: 

¶ Flaming: When a user writes incensed angry email expressed in uninhibited language that is much 
stronger than normally used when interacting with the same person face to face. This includes the 
use of impolite statements, exclamation marks, capitalized sentences or words, swearing, and 
superlatives. Such "charged" communication can lead to misunderstandings and bad feelings among 
the recipients. 

¶ Overload: Many people experience message overload, receiving over 30 emails or other messages a 
day.  

 

QUESTION 3 

a) 

1. Strive for consistency. For example, in every screen have a 'File' menu in the top left-hand corner. 

For every action that results in the loss of data, ask for confirmation of the action to give users a 

chance to change their minds. 

2. Enable frequent users to use shortcuts. For example, in most word-processing packages, users may 

move around the functions using menus or shortcut "quick keys," or function buttons. 
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3. Offer informative feedback. Instead of simply saying "Error 404," make it clear what the error 

means: "The URL is unknown." This feedback is also influenced by the kinds of users, since what is 

meaningful to a scientist may not be meaningful to a manager or an architect. 

4. Design dialogs to yield closure. For example, make it clear when an action has completed 

successfully: "printing completed." 

5. Offer error prevention and simple error handling. It is better for the user not to make any errors, 

i.e., for the interface to prevent users from making mistakes. However, mistakes are inevitable and 

the system should be forgiving about the errors made and support the user in getting back on track. 

6. Permit easy reversal of actions. For example, provide an "undo" key where possible. 

7. Support internal locus of control. Users feel more comfortable if they feel in control of the 

interaction rather than the device being in control. 

8. Reduce short-term memory load. For example, wherever possible, offer users options rather than 

ask them to remember information from one screen to another.  

 

b) 

1. Evolutionary prototyping, involves evolving a prototype into the final product. If an evolutionary 

prototyping approach is to be taken, the prototypes should be subjected to rigorous testing along the 

way; for throw-away prototyping such testing is not necessary. 

  

2. An alternative approach, called throwaway prototyping, uses the prototypes as stepping stones 

towards the final design. In this case, prototypes are thrown away and the final product is built from 

scratch/ 

 

c) 
· First, there are the check-out operators. These are the people who sit in front of the machine 

and pass the customers' purchases over the bar code reader, receive payment, hand over 

receipts, 

· Then you have the customers, who want the system to work properly so that they are 

charged the right amount for the goods, receive the correct receipt, are served quickly and 

efficiently. Also, the customers want the check-out operators to be satisfied and happy in 

their work so that they don't have to deal with a grumpy assistant.  

· supermarket managers and supermarket owners, who also want the assistants to be happy 

and efficient and the customers to be satisfied and not complaining. They also  don't want to 

lose money because the system can't handle the payments correctly.  

· Other supermarket employees such as warehouse staff, supermarket suppliers, supermarket 

owners' families, and local shop owners whose business would be affected by the success or 

failure of the system. ctions. 

d) 

· Phone: People will often shout louder, repeating what they said several times, and use 

stronger intonation. 

· Email: People may literally spell out what they meant, making things much more explicit in 

a subsequent email. 

 If the message is beyond repair they may resort to another mode of communication that allows 

greater flexibility of expression 

e) 
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Kinds of agents 
 

1.  Synthetic characters 

These are commonly designed as 3D characters in video games or other forms of entertainment, and 

can appear as a first-person avatar or a third-person agent. 

 

2. Animated agents 

These are similar to synthetic characters except they tend to be designed to play a collaborating role 

at the interface. Typically, they appear at the side of the screen as tutors, wizards and helpers intended 

to help users perform a task. This might be designing a presentation, writing an essay or learning 

about a topic. Most of the characters are designed to be cartoon-like rather than resemble human 

beings. 

 

3. Emotional agents 

These are designed with a predefined personality and set of emotions that are manipulatedby users. 

The aim is to allow people to change the moods or emotions of agents and see what effect it has on 

their behavior.  

 

4. Embodied conversational interface agents 

Much of the research on embodied conversational interface agents has been concernedwith how to 

emulate human conversation. This has included modeling various conversational mechanisms such 

as: 

recognizing and responding to verbal and non-verbal input generating verbal and non-verbal output 

coping with breakdowns, turn-taking and other conversational mechanisms giving signals that 

indicate the state of the conversation as well as contributing new suggestions for the dialog . 
 

QUESTION FOUR 

a) 

(a) The activity involves selecting, saving, cataloging and retrieving large files from an external 

source. Users need to be able to browse and listen to samples of the music and then instruct the 

machine to save and catalog the files in an order that they can readily access at subsequent times. A 

conceptual model based on instructing and navigating would seem appropriate. 

(b) Programming involves various activities including checking, debugging, copying libraries, 

editing, testing, and annotating. An environment that supports this range of tasks needs to be flexible. 

A conceptual model that allows visualization and easy manipulation of code plus efficient instructing 

of the system on how to check, debug, copy, etc., is essential. 

 

b) 

DECIDE: A framework to guide evaluation 

 
1. Determine the goals 

What are the high-level goals of the evaluation?  

Who wants it and why? 

Evaluation can help to; 

¶ clarify user needs  

¶ determine the best metaphor for a conceptual design 

¶ fine-tune an interface 

¶ examine how technology changes working practices 

¶ inform how the next version of a product should be changed. 
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Goals should guide an evaluation, so determining what these goals are is the first step in planning an 

evaluation.  

These goals influence the evaluation approach, that is, which evaluation paradigm guides the study. 

For example, engineering a user interface involves a quantitative engineering style of working in 

which measurements are used to judge the quality of the interface. Hence usability testing would be 

appropriate. Exploring how children talk together in order to see if an innovative new groupware 

product would help them to be more engaged would probably be better informed by a field study. 

           

 
2. Explore the questions  

In order to make goals operational, questions that must be answered to satisfy them have to be 

identified. For example, the goal of finding out why many customers prefer to purchase paper airline 

tickets over the counter rather than e-tickets 

can be broken down into a number of relevant questions for investigation.  

¶ What are customers' attitudes to these new tickets? Perhaps they don't trust the system and are not 
sure that they will actually get on the flight without a ticket in their hand. 

¶ Do customers have adequate access to computers to make bookings?  

¶ Are they concerned about security?  

¶ Does this electronic system have a bad reputation?  

¶ Is the user interface to the ticketing system so poor that they can't use it? Maybe very few people 
managed to complete the transaction. 

 

Questions can be broken down into very specific sub-questions to make the evaluation even more 

specific.  

For example, what does it mean to ask, "Is the user interface poor?":  

¶ Is the system difficult to navigate?  

¶ Is the terminology confusing because it is inconsistent? 

¶ Is response time too slow? 

¶ Is the feedback confusing or maybe insufficient?  

Sub-questions can, in turn, be further decomposed into even finer-grained questions, and so on. 

           
3. Choose the evaluation paradigm and techniques 

Having identified the goals and main questions, the next step is to choose the evaluation paradigm 

and techniques. The evaluation paradigm determines the kinds of techniques that are used.  

Practical and ethical issues must also be considered and trade-offs made. For example, what seems 

to be the most appropriate set of techniques may be too expensive, 

or may take too long, or may require equipment or expertise that is not available, so compromises 

are needed. 

           
4. Identify the practical issues 

There are many practical issues to consider when doing any kind of evaluation and it is important to 

identify them before starting. Some issues that should be considered include users, facilities and 

equipment, schedules and budgets, and evaluators' expertise. Depending on the availability of 

resources, compromises may involve adapting or substituting techniques. 

 

Users 

It goes without saying that a key aspect of an evaluation is involving appropriate users. For laboratory 

studies, users must be found and screened to ensure that they represent the user population to which 

the product is targeted. For example, usability tests often need to involve users with a particular level 

of experience e.g., novices or experts, or users with a range of expertise. The number of men and 
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women within a particular age range, cultural diversity, educational experience, and personality 

differences may also need to be taken into account, depending on the kind of product being evaluated.  

 

Questionnaire surveys require large numbers of participants so ways of identifying and reaching a 

representative sample of participants are needed.  

For field studies to be successful, an appropriate and accessible site must be found where the 

evaluator can work with the users in their natural setting. 

Evaluators also need to put users at ease so they are not anxious and will perform normally. Even 

when users are paid to participate, it is important to treat them courteously. At no time 

should users be treated condescendingly or made to feel uncomfortable when they make mistakes. 

Greeting users, explaining that it is the system that is being tested and not them, and planning an 

activity to familiarize them with the system before starting the task all help to put users at ease. 

Facilities and equipment 

There are many practical issues concerned with using equipment in an evaluation. For example, when 

using video you need to think about how you will do the recording: how many cameras and where 

do you put them?  

Schedule and budget constraints 

Time and budget constraints are important considerations to keep in mind. It might seem ideal to 

have 20 users test your interface, but if you need to pay them, then it could get costly. Planning 

evaluations that can be completed on schedule is also important, particularly in commercial settings.  

Expertise 

Does the evaluation team have the expertise needed to do the evaluation? For example, if no one has 

used models to evaluate systems before, then basing an evaluation on this approach is not sensible. 

It is no use planning to use experts to review an interface if none are available. Similarly, running 

usability tests requires expertise. Analyzing video can take many hours, so someone with appropriate 

expertise and equipment must be available to do it. If statistics are to be used, then a statistician 

should be consulted before starting the evaluation. 

         

 
5. Decide how to deal with the ethical issues 

The Association for Computing Machinery (ACM) and many other professional organizations 

provide ethical codes  that they expect their members to uphold, particularly if their activities involve 

other human beings.  

The following guidelines will help ensure that evaluations are done ethically and that adequate steps 

to protect users' rights have been taken. 

¶ Tell participants the goals of the study and exactly what they should expect if they participate. The 
information given to them should include outlining the process, the approximate amount of time 
the study will take, the kind of data that will be collected, and how that data will be analyzed. The 
form of the final report should be described and, if possible, a copy offered to them. Any payment 
offered should also be clearly stated. 

¶ Explain that demographic, financial, health, or other sensitive information that users disclose or is 
discovered from the tests is confidential.  

¶ Make sure users know that they are free to stop the evaluation at any time if they feel uncomfortable 
with the procedure. 

¶ Pay users when possible because this creates a formal relationship in which mutual commitment 
and responsibility are expected. 

¶ Avoid including quotes or descriptions that inadvertently reveal a person's identity. 

¶ Ask users' permission in advance to quote them, promise them anonymity, and offer to show them 
a copy of the report before it is distributed. 

The general rule to remember when doing evaluations is do unto others only what 

you would not mind being done to you. 
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6. Evaluate, interpret, and present the data 

Choosing the evaluation paradigm and techniques to answer the questions that satisfy the evaluation 

goal is an important step. So is identifying the practical and ethical issues to be resolved. However, 

decisions are also needed about what data to collect, how to analyze it, and how to present the findings 

to the development team. 

To a great extent the technique used determines the type of data collected, but there are still some 

choices. For example, should the data be treated statistically? If qualitative data is collected, how 

should it be analyzed and represented? Some general questions also need to be asked: Is the technique 

reliable? 

Will the approach measure what is intended, i.e., what is its validity? Are biases creeping in that will 

distort the results? Are the results generalizable, i.e., what is their scope? Is the evaluation 

ecologically valid or is the fundamental nature of the process being changed by studying it? 

            

c) 1. Gimmicks 
Cause: When a users' expectations are not met and they are instead presented with a gimmicky 

display eg when clicking on a link to a website only to discover that it is still "under construction."  

 
2. Error Messages 
Cause: When a system or application crashes and provides an "unexpected" error message. 

How to avoid or help reduce the frustration: 

Ideally, error messages should be treated as how-to-fix -it messages. Instead of explicating what has 

happened, they should state the cause of the problem and what the user needs to do to fix it.  

 

3. Overburdening the user 
Cause: Upgrading software so that users are required to carry out excessive housekeeping Tasks. 

 

4. Appearance 
Cause: When the appearance of an interface is unpleasant 

The appearance of an interface can affect its usability. Users get annoyed by: 

¶ websites that are overloaded with text and graphics, making it difficult to find the information 
desired and slow to access 

¶ flashing animations, especially banner ads, which are very distracting. 

¶ the copious use of sound effects and Muzak, especially when selecting options, carrying out actions, 
starting up CD-ROMs, running tutorials, or watching website demos 

¶ featuritis-an excessive number of operations, represented at the interface as banks of icons or 
cascading menus 

¶ childish designs that keep popping up on the screen, such as certain kinds of helper agents 

¶ poorly laid out keyboards, pads, control panels, and other input devices that cause the user to press 
the wrong keys or buttons when trying to do something else 

d)  

(i) It must be as easy as possible for the intended users to learn and to use and it must be satisfying. 

Note, that wrapped into this are characteristics such as consistency, reliability, predictability, etc., 

that are necessary for ease of use. 

(ii ) A cell phone must also have all the above characteristics; in addition, the physical design 

(e.g., color, shape, size, position of keys, etc.) must be usable and attractive (e.g., pleasing feel, shape, 

and color). 

 

QUESTION FIVE  

a) 

i. Low-fidelity Protot yping 

A low-fidelity prototype is one that does not look very much like the final product. 
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For example, it uses materials that are very different from the intended final version, such as paper 

and cardboard rather than electronic screens and metal.  

Low-fidelity prototypes are useful because they tend to be simple, cheap, and quick to produce. This 

also means that they are simple, cheap, and quick to modify so they support the exploration of 

alternative designs and ideas. This is particularly important in early stages of development, during 

conceptual design for example, because prototypes that are used for exploring ideas should be 

flexible and encourage rather than discourage exploration and modification. Low-fidelity prototypes 

are never intended to be kept and integrated into the final product. They are for exploration only. 

ii. High-fidelity prototyping  

High-fidelity prototyping uses materials that you would expect to be in the final product and produces 

a prototype that looks much more like the final thing. For example, a prototype of a software system 

developed in Visual Basic is higher fidelity than a paper-based mockup. 

If you are to build a prototype in software, then clearly you need a software tool to support this. 

Common prototyping tools include Macromedia Director, Visual Basic, and Smalltalk. These are 

also full-fledged development environments, so they are powerful tools, but building prototypes 

using them can also be very straightforward. 

 

 
 

b) 
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c) 

 

 

¶ Visibility of system status 

Are users kept informed about what is going on? 

Is appropriate feedback provided within reasonable time about a user's action? 

¶ Match between system and the real world 

Is the language used at the interface simple? 

Are the words, phrases and concepts used familiar to the user? 

¶ User control and freedom 

Are there ways of allowing users to easily escape from places they unexpectedly find themselves in? 

¶ Consistency and standards 

Are the ways of performing similar actions consistent? 

¶ Help users recognize, diagnose, and recover from errors 

Are error messages helpful? 

Do they use plain language to describe the nature of the problem and suggest a way of solving it? 

¶ Error prevention 

Is it easy to make errors? 

If so where and why? 

¶ Recognition rather than recall 
Are objects, actions and options always visible? 

¶ Flexibility and eficiency of use 

Have accelerators (i.e., shortcuts) been provided that allow more experienced 

users to carry out tasks more quickly? 

¶ Aesthetic and minimalist design 
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Is any unnecessary and irrelevant information provided? 

¶ Help and documentation 

Is help information provided that can be easily searched and easily followed? 

 

d) 

a) As this is a small office, there are likely to be few stakeholders. Some period of observation is 

always important to understand the context of the new and the old system. Interviewing the staff 

rather than giving them questionnaires is likely to be appropriate because there aren't very many of 

them, and this will yield richer data and give the developers a chance to meet the users. Accountancy 

is regulated by a variety of laws and it would also pay to look at documentation to understand some 

of the constraints from this direction. So we would suggest a series of interviews with the main users 

to understand the positive and negative features of the existing system, a short observation session to 

understand the context of the system, and a study of documentation surrounding the regulations. 

(b) In this case, your user group is spread about, so talking to all of them is infeasible. However, it is 

important to interview some, possibly at a local diabetic clinic, making sure that you have a 

representative sample. And you would need to observe the existing manual operation to understand 

what is required. A further group of stakeholders would be those who use or have used the other 

products on the market. These stakeholders can be questioned to find out the problems with the 

existing devices so that the new device can improve on them. A questionnaire sent to a wider group 

in order to back up the findings from the interviews would be appropriate, as might a focus group 

where possible. 

 (c) Again, you are not going to be able to interview all your users. In fact, the user group may not be 

very well defined. Interviews backed up by questionnaires and focus groups would be appropriate. 

Also, in this case, identifying similar or competing sites and evaluating them will help provide 

information for producing an improved product. 
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Instruction: Attempt Question FOUR and any other Two (2) Questions 

 
 

MARKING SCHEME  

 

1a. The marriage between Computer Science and Biology and biomedical sciences 

- To Organize, store, analyze, visualize genomic data 

- Utilizes methods from Computer Science, Mathematics, Statistics and Biology 

-  

- Bioinformatics is the application of information technology to the field of molecular biology. 

Bioinformatics entails the creation and advancement of databases, algorithms, computational and 

statistical techniques, and theory to solve formal and practical problems arising from the management 

and analysis of biological data. 

- Bioinformatics is an interdisciplinary  research area at the interface between  computer science and 

biological  sciences. 

- Bioinformatics involves the technology  that uses computers for storage,  retrieval, manipulation, and  

distribution of information related to  biological macromolecules such as  DNA, RNA, and proteins. 

 

1b. 

 
Needleman-Wunsch Algorithms 

Smith Waterman's Algorithms 

 Also known as Global Alignments Also known as Local Alignments 

 
Given 2 sequences X and Y, NW- 

alignment produces an alignment 

that contains all of X and all of Y.  

local alignment produces an alignment that contains only the 

best matching substrings, one from X and one from Y 

 
It is an application of a best-path 

strategy used to find optimal 

sequence alignment (Needleman 

&Wunsch, 1970) 

 

 

 
It is a kind of dynamic 

programming for sequence 

alignment 
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Global alignments is useful when 

the sequences are known to be 

related throughout their length, 

for example, similar protein 

sequences from close species. 

 

Local alignment is useful when the sequences are believed to 

contain parts that are closely related.  

 

 

 

1c. 

i) Sequence alignment is the identification of residue-residue correspondences. It is the basic tool of 

bioinformatics. It helps to provide quantitative measure of sequence similarity and infer evolutionary 

relationships. 

 

ii) A Multiple Sequence Alignment (MSA) is a sequence alignment of three or more biological sequences, 

generally Protein, DNA, or RNA. 

Multiple sequence alignment also refers to the process of aligning such a sequence set. Because three 

or more sequences of biologically relevant length can be difficult and are almost always time-

consuming to align by hand, computational algorithms are used to produce and analyze the 

alignments. 

iii)  

 
iv) PSI-BLAST  is a program that searches a databank for sequences similar to a query sequence. It is a 

development of the earlier program BLAST. The BLAST program and its variants check each entry in the 

databank independently against a query sequence. 

 
1d. A genome is all the DNA contained in an organism or a cell, which includes the chromosomes plus the 

DNA in mitochondria (and DNA in the chloroplasts of plant cells). 

While A chromosome is one of the threadlike "packages" of genes and other DNA in the nucleus of a 

cell.Different kinds of organisms have different numbers of chromosomes. Humans have 23 pairs of 

chromosomes, 46 in all: 44 autosomes and two sex chromosomes. Each parent contributes one chromosome 

to each pair, so children get half of their chromosomes from their mothers and half from their fathers. 

 

2a.  Distinguish between the features of prokaryotic and eukaryotic cells in a tabular form 

 <if points >=5  return 5marks else if  >4 return  4marks é> 

 

S/N EUKARYOTES PROKARYOTES 

1 NUCLEUS present Nucleus absent 
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2 Found in both Single and 

multicellular celled organism 

Found only in single-cell organisms 

3 Linear genomes Cellular genome 

4 Complex and bigger than 

prokaryotes 

Simpler and smaller than eukaryotes 

5 Single chromosomes Multiple chromosomes, mostly in 

pairs 

6 Compartmentalized Not compartmentalized 

7 E.g Plants, animals, fungi, algae etc 2 domains of life: bacteria and archaea 

 

 

 

 

 

2b. Catalyse reactions e.g enzymes e.g. polymerase 

Å Storage e.g. ions, metabolites  

Å Transport e.g. membrane channels, hemoglobin 

Å Messengers e.g. signaling molecules and receptors 

Å Defenses e.g. antibodies 

Å Regulation e.g. gene expression 

Å Structural e.g. actin, collagen 

 

 

2c. Genes are sequences of base pairs that encode information for proteins. 

Gene: A gene is the functional and physical unit of heredity passed from parent to offspring. Genes are pieces 

of DNA, and most genes contain the information for making a specific protein. 

 

(ii) Gene expression 

 

(iii) Orthologs are homologous genes that perform the same function in different species. 

(iv) Paralogs are homologous genes within a species that may perform different functions 
(v) Exon: coding sequence (contain information for protein): This carries the gene usaually found in pairs in 

the cell nucleus. It determines the sex of the organism and the characteristics an organism inherits from itôs 

parents. A human body cell usually contains 46 chromosomes arranged in 23 pairs. 



55 
 

(vi) Intron: non-coding sequence between two exons (Biological role of intron is poorly understood) 

(vii)  Homology ï Conclusion drawn from data that two genes share a common evolutionary history, no metric 

is associated with this. 

(viii) Genetic code: is the set of instructions in a gene that tell the cell how to make a specific protein. 

 

 

 

 

3a.  Mutation 

A mutation is a permanent transmissible change in DNA sequence. It can be an insertion or deletion of genetic 

information, or an alteration in the original genetic information. 

 

 Polymorphisms 

Genetic variations are differences in DNA sequence among individuals that may underlie differences in health. 

Genetic variations occurring in more than 1% of a population would be considered useful polymorphisms for 

genetic linkage analysis. Various types of polymorphisms include: 

Åsingle nucleotide polymorphisms (SNPs) 

Åsmall-scale insertions/deletions 

Åpolymorphic repetitive elements 

Åmicrosatellite variation 

 

 

3b. 

a. The content 

b. The ontology: valid terms and definitions 

c. The logical structure i.e schema 

d. Data format 

e. Routes for selective retrieval of data 

Links to other sources of information. 

sequence alignment, gene finding, genome assembly,protein structure alignment,  

protein structure prediction, prediction of gene expression protein-protein interactions       modeling of 

evolution. 

3c.

 

 
3cii. Highlight the functions of sub-cellular components of an eukaryotic cell <if points >=5  return 

5marks else if  >4 return  4marks é> 

S/N CELL 

CONTENT 

DESCRIPTION FUNCTIONS 
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1 Cell Nucleus - Information house. 

- Spherical. 

- Surrounded by a double 

membrane and separated from 

the cytoplasm. 

 

- houses cellôs 

chromosomes 

-venue for DNA 

replication and RNA 

synthesis 

2 Mitochondria 

and 

Chloroplasts 

Self replicating. Resides in the 

cytoplasm. Chloroplast found in 

plants and algae used to capture 

sun rays to make ATP through 

photosynthesis. 

Energy  

generating 

house. 

Respiration 

occurs here.  

3 Endoplasmic 

reticulum 

 Transport 

network for 

moolecules 

targeted for 

certain 

modifications  

4 Golgi 

apparatus 

 Process and 

package 

synthesized 

molecules 

5 Lysosomes Contains digestive enzymes Digest excess 

or worn out 

organelles 

And more 

 

4a. Formular  

  
           <2marks> 
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Correctly computed table    <3 marks> 

 

The local alignment score = 8   <2 marks> 

 

The best local alignment is ATCC  <3 marks> 

 

4b. Seven (7) types of Databases in Bioinformatics are:  

(i) Sequence databases 

(ii)  Protein analysis 

(iii)  Functional genomics 

(iv) Literature databases 

(v) Structural databases 

(vi)  Metabolic pathway databases 

(vii)   Specialized databases e.g molecular  

Three (3) examples of sequence databases in Bioinformatics (i) NCBI (National Centre for Biotechnology 

Information (ii) EMBL (European Molecular Biology Databases) (iii) DDBJ(DNA Data Bank of Japan). 

OR 

- DNA Sequence database 

- Protein Databases 

- Low-annotation Databases 

- Non-redundant Databases 

- Structure Databases 

- Sequence motif Databases 

- Ribosomal RNA Databases 

- Immunological Sequence Databases 

- Genome Databases 

Expression Database 

 
4c. Dynamic programming --- A famous algorithm to determine the global optimal alignments of two 

sequences is based on a mathematical technique called dynamic programming. This algorithm has been 

extremely important in molecular biology.     

4d. (i)This algorithm is guaranteed to give an optimal global alignment. It will find the best alignment score, 

given the choice of parameters ï substitution matrix and gap penalty ï with no approximation. 


